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Machine learning
4 1. Introduction

FIGURE 1.2. Examples of handwritten digits from U.S. postal envelopes.

prostate specific antigen (PSA) and a number of clinical measures, in 97
men who were about to receive a radical prostatectomy.

The goal is to predict the log of PSA (lpsa) from a number of measure-
ments including log cancer volume (lcavol), log prostate weight lweight,
age, log of benign prostatic hyperplasia amount lbph, seminal vesicle in-
vasion svi, log of capsular penetration lcp, Gleason score gleason, and
percent of Gleason scores 4 or 5 pgg45. Figure 1.1 is a scatterplot matrix
of the variables. Some correlations with lpsa are evident, but a good pre-
dictive model is difficult to construct by eye.

This is a supervised learning problem, known as a regression problem,
because the outcome measurement is quantitative.

Example 3: Handwritten Digit Recognition

The data from this example come from the handwritten ZIP codes on
envelopes from U.S. postal mail. Each image is a segment from a five digit
ZIP code, isolating a single digit. The images are 16×16 eight-bit grayscale
maps, with each pixel ranging in intensity from 0 to 255. Some sample
images are shown in Figure 1.2.

The images have been normalized to have approximately the same size
and orientation. The task is to predict, from the 16 × 16 matrix of pixel
intensities, the identity of each image (0, 1, . . . , 9) quickly and accurately. If
it is accurate enough, the resulting algorithm would be used as part of an
automatic sorting procedure for envelopes. This is a classification problem
for which the error rate needs to be kept very low to avoid misdirection of‣ Efficiently solved using data via machine learning



Intelligent Systems: 
Introduction to AI

• Machine Learning


• Supervised Learning: Regression, Classification, 
Regularization, Cross-Validation 


• Unsupervised Learning: Recommender systems, 
Clustering


• Deep Learning


• Neural Network, CNN, 


• Backpropagation, Gradient Descent


• Symbolic AI



Organization

• 11 x 1,5h courses + 11 x 1,5h lab (Scikit Learn, TensorFlow 
Keras)


• Grading: 1 grading lab + final exam


• Pre-requisites: 


• Basics of Python (incl. numpy), basics of algebra, basics 
of probability



Foundation of Data Science
• High dimension/massive data


• Data with distances (Similarity Search, Nearest Neighbor, Dimension Reduction)


• Generalization and Regularization


• Understanding Principal Components Analysis 


• Sampling and Estimation


• Online Learning with Multiplicative Weights


• Advanced topics (if time permitted)


• Interpretability and explainability


• Fairness of machine learning algorithms



Organization

• 7 x 3h courses + 4 x 3h lab (Python)


• Grading: project (40%) + final exam (60%)


• Pre-requisites: 


• Basics of Python (incl. numpy), basics of algebra, basics 
of probability


